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Abstract 

The development of artificial intelligence (AI) in the last two decades has significantly changed the face of democratic politics. 

AI is used in political campaigns, policy-making, and interactions between governments and citizens. For example, the launch of 

an AI tool called Nostrada in the UK that allows the public to interact with digital avatars of members of parliament, and the use 

of AI in the 2024 US election campaign to personalize messages and raise funds. However, the use of AI also poses major risks, 

such as the spread of disinformation through deepfakes and social media bots, and the amplification of algorithmic bias that can 

harm certain groups. AI systems that operate as “black boxes” pose challenges to transparency and accountability in political 

decision-making, thereby reducing public trust. Several countries, especially the European Union, have begun to implement 

regulations to prevent the misuse of AI, such as transparency obligations and deepfake detection. In addition to regulations, 

digital literacy is key to strengthening critical public participation in digital content. This study uses a qualitative-descriptive 

approach with a literature review to analyze the benefits and risks of AI in politics. The results emphasize the need for cross-

sector collaboration to develop ethical and transparent policies so that AI strengthens digital democracy, not weakens it. This 

study highlights the importance of balancing technological innovation and protecting democratic values in the face of an 

increasingly complex digital era. 
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1. Introduction 

In the past two decades, artificial intelligence (AI) has evolved from a mere technical tool to a transformative force 

affecting various aspects of human life, including politics. AI is now used in election campaigns, policy-making, and 

interactions between governments and citizens. This transformation marks a paradigm shift in how democracies 

operate and interact with technology. 

One real-world example is the launch of an AI tool called Nostrada in the UK, which allows users to interact with 

digital avatars of all 650 members of parliament. The tool was designed to improve public understanding of the 

political views of parliamentarians. However, concerns have been raised about the accuracy of the information 

conveyed and the potential for over-reliance by uninformed voters (Soltan et al., 2022). 

On the other hand, AI is also being used in political campaigns to develop more effective communication strategies. 

For example, in the 2024 US elections, political campaigns are leveraging AI to create more personalized and targeted 

campaign messages and fundraising appeals (LaChapelle & Tucker, 2023). The use of AI in this case shows the 

potential of technology to improve the efficiency and effectiveness of political campaigns. 

However, the integration of AI in politics also poses serious challenges. AI can be used to spread massive 

disinformation, such as through deepfakes or social media bots, which can influence public opinion and election 

outcomes (Nasiri & Hashemzadeh, 2025). In addition, AI algorithms can amplify biases present in training data, 

which can lead to discrimination against certain groups in policymaking or the provision of public services. 

Many AI systems operate as “black boxes,” where the decision-making process cannot be easily explained (Brożek 

et al., 2024). This poses challenges in ensuring accountability and public trust. The lack of transparency in AI 

algorithms can cloud political decision-making processes and reduce meaningful public participation. 

Amid these challenges, several countries and organizations have begun to develop regulatory frameworks to govern 

the use of AI in politics. For example, the European Union has adopted measures to improve the detection and 
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prevention of deepfakes, as well as demanding transparency in social media algorithms (Walsh, 2024). These 

measures aim to protect the integrity of democracy from technological misuse. 

In addition to regulation, education and digital literacy are also important to ensure that the public can understand 

and navigate the increasingly AI-influenced political landscape (Hristovska, 2023). Raising public awareness about 

how AI works and its impact on democracy can help prevent the spread of disinformation and increase informed 

citizen participation. 

However, these efforts must be accompanied by in-depth research on the impact of AI on democracy. Empirical 

studies are needed to understand how AI influences voter behavior, policy-making processes, and political power 

dynamics. Such research can provide a basis for developing effective and ethical policies on the use of AI in politics. 

Given the opportunities and challenges posed by AI in politics, it is important for policymakers, technology 

developers, and the public to work together to ensure that the integration of AI supports democratic values and human 

rights. This cross-sector collaboration can help create a more inclusive, transparent, and accountable political 

ecosystem in the digital age. 

This article aims to explore in depth the role of AI in politics, highlighting the potential benefits as well as the risks 

that must be anticipated. By understanding these dynamics, we can develop effective strategies to leverage AI to 

strengthen, not weaken, digital democracy. 

2. Literature Review 

Research shows that AI has revolutionized political campaign strategies by enabling message personalization and 

operational efficiency. A study by LaChapelle &Tucker (2023) revealed that political campaigns in the US in 2024 

are leveraging AI to create more personalized and targeted campaign messages and fundraising appeals. Similarly, a 

report by the LSE Public Policy Review highlights that generative AI is being used to craft communications such as 

fundraising emails and text messages, helping campaigns reach voters more effectively (Foos, 2024). 

AI has also been used to spread disinformation on a large scale, such as through deepfakes or social media bots, 

which can influence public opinion and election outcomes. Nasiri & Hashemzadeh (2025) highlight that AI can be 

used to generate and spread disinformation on a massive scale, posing serious challenges to the integrity of 

democracy. Another study by Ranka et al. (2024) discusses the threat of deepfakes in politics and highlights the 

limitations of existing detection mechanisms. 

Many AI systems operate as “black boxes,” where the decision-making process cannot be easily explained. This 

poses challenges in ensuring accountability and public trust. Brożek et al. (2024) emphasize that a lack of 

transparency in AI algorithms can obscure political decision-making processes and reduce meaningful public 

participation. Furthermore, research by Panagopoulou (2025) explores how AI can lead to digital authoritarianism if 

not properly regulated. 

Several countries and organizations have begun to develop regulatory frameworks to govern the use of AI in 

politics. The European Union, for example, has adopted measures to improve the detection and prevention of 

deepfakes, as well as demanding transparency in social media algorithms. Walsh (2024) highlights that these 

measures aim to protect the integrity of democracy from technological misuse. Furthermore, Panditharatne and 

Weiner (2023) emphasize the importance of implementing safeguards against the use of AI that can manipulate public 

opinion and distort policymaking. 

Digital education and literacy are also important to ensure that citizens can understand and navigate a political 

landscape that is increasingly influenced by AI. Hristovska (2023) emphasizes that raising public awareness of how 

AI works and its impact on democracy can help prevent the spread of disinformation and increase informed citizen 

participation. A study by Kozyreva et al. (2020) also highlights how AI is being used in propaganda campaigns 

targeting individuals, suggesting the need for citizens to be more critical of the content they consume. 

3. Methods 

This study uses a qualitative-descriptive approach with a library research method to explore and analyze various 

scientific sources and policy reports that discuss the role of AI in the political realm. This approach was chosen 

because it is in accordance with the objectives of the study which seeks to deeply understand the dynamics of the 

interaction between AI technology and contemporary democratic systems. 

The data in this study were collected through a review of scientific journal articles, public policy reports, 

international institutional publications, and official sources from the government or international institutions related to 

the use of AI in politics. Some of the main sources analyzed include journals such as the LSE Public Policy Review, 

AI & Society, and reports from the European Union, as well as the results of academic studies from experts such as 

LaChapelle & Tucker (2023), Brożek et al. (2024), to Kozyreva et al. (2020). The criteria for selecting sources are 

based on the relevance of the theme, the actuality of the data (published within the last five years), and the credibility 

of the publishing institution. 
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Data collection techniques were carried out through systematic searches of academic journal databases such as 

Scopus, Google Scholar, and JSTOR, as well as official institutional repositories such as the European Commission 

and OECD. After the data was collected, the analysis was carried out using thematic analysis techniques, namely 

identifying, grouping, and interpreting the main themes that emerged in the literature. These themes include: the use 

of AI in political campaigns, the spread of disinformation and deepfakes, the issue of transparency and accountability 

of algorithms, AI policies and regulations, and public digital literacy. 

The analysis process also refers to a framework that balances the benefits and risks of AI in digital democracy. In 

this stage, researchers examine narratives, argumentative positions, and policy recommendations proposed by various 

authors and institutions. An interpretive approach is used to connect the findings in the literature with the current 

global democratic context, especially in terms of public participation, political ethics, and protection of civil rights. 

To maintain the validity and credibility of the data, this study applies source triangulation, namely by comparing 

various sources that discuss the same issue from different perspectives. In addition, researchers actively avoid sources 

that are ideologically biased or do not have a strong methodological basis. Critical evaluation of each literature used is 

carried out to ensure that the results of the analysis are based on valid and accountable scientific arguments. 

4. Discussion 

4.1. AI as a Personal and Efficient Political Campaign Instrument 

The study results show that AI has revolutionized the way political campaigns are conducted, especially in terms of 
audience segmentation and message personalization. In the 2024 US Election, for example, AI was used to analyze 
voter data and generate campaign content tailored to individual preferences, either via email, SMS, or social media 
(LaChapelle & Tucker, 2023; Foos, 2024). This capability makes AI a strategic tool to increase campaign efficiency, 
accelerate the political communication process, and optimize fundraising. 

However, this efficiency also opens up space for manipulative practices. When AI knows voter tendencies very 
accurately, there is a risk that voters will only be presented with information that reinforces their own biases. This has 
the potential to create a political “filter bubble” that weakens cross-ideological dialogue and disrupts the principle of 
deliberation in democracy. 

4.2. Disinformation and Deepfake Threats to Democratic Integrity 

The study also found that AI contributed to the escalation of political disinformation, especially through the use of 
deepfakes and automated bots. Deepfakes are used to spread manipulative content that imitates the voices and faces of 
political figures, thereby confusing the public and unfairly damaging the reputation of candidates (Nasiri & 
Hashemzadeh, 2025; Ranka et al., 2024). 

This phenomenon shows that AI can be a weapon in information warfare that undermines the integrity of elections. 
Detection of deepfakes is still technically weak and has not been fully able to catch up with the speed of technological 
development. This condition emphasizes the need for regulatory intervention and collaboration between the 
government, technology developers, and independent supervisory institutions to systematically address the threat of 
digital disinformation. 

4.3. Problems of Transparency and Accountability of Algorithms 

Many AI systems used in political contexts still operate in a "black box" model, meaning that the decisions made 
cannot be explained in detail to the public or even policy makers. This creates a crisis of accountability and hinders 
public trust in the results produced by AI, both in the context of policy making and public services (Brożek et al., 
2024; Panagopoulou, 2025). 

Another risk that arises is undetected algorithmic bias. If the training data used contains discriminatory tendencies, 
then the results produced by AI will also reproduce these social inequalities. Therefore, code transparency, regular 
algorithm audits, and ethical oversight must be part of the standard for implementing AI in a political context. 

4.4. Development of Regulation and Ethics for the Use of AI in Politics 

Several countries and international organizations have responded to this challenge by developing stricter regulatory 
frameworks. The European Union, for example, has established transparency rules for digital platforms and requires 
AI-generated content to be tagged, especially in the context of elections (Walsh, 2024). This step is important to 
prevent political manipulation that is undetected by the public. 

In addition to technical and legal aspects, ethics is also a major foundation. Panditharatne & Weiner (2023) 
emphasize the importance of building a safeguard system that protects society from exploitative use of AI. The 
principle of “do no harm” in technology ethics must be used as the main reference in the design and implementation 
of AI, especially in public spaces that are directly related to political decision-making. 
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4.5. Digital Literacy as a Fortress of Democracy 

Digital literacy has emerged as a key element in strengthening democracy’s resilience to AI abuse. People who 
understand how AI works are better able to recognize disinformation, question machine-generated results, and take a 
critical stance on the digital content they consume (Hristovska, 2023; Kozyreva et al., 2020). 

However, the biggest challenge is reaching vulnerable groups or people with low levels of digital education. 
Therefore, literacy programs must be carried out massively, structured, and community-based in order to expand their 
reach and effectiveness. The involvement of educational institutions, mass media, and civil society organizations is 
essential in encouraging intelligent political participation in the AI era. 

5. Conclussion 

The integration of artificial intelligence (AI) into the political realm represents both an opportunity and a challenge 
for contemporary democracies. On one hand, AI has the potential to enhance political campaigns through 
personalization and operational efficiency, allowing politicians to engage voters in more targeted and meaningful 
ways. On the other hand, this same technology can be weaponized to spread disinformation, manipulate public 
opinion through deepfakes, and amplify existing social and political biases. The opaque nature of many AI algorithms 
further complicates accountability and undermines public trust, as decision-making processes often remain 
unexplained. To address these challenges, regulatory frameworks such as those initiated by the European Union must 
be strengthened and implemented in conjunction with broader public education on digital literacy. It is crucial for 
policymakers, technologists, academics, and civil society to collaborate in shaping ethical and transparent uses of AI 
that reinforce democratic values rather than erode them. Ultimately, this study underscores the need for a balanced, 
inclusive, and critical approach to ensure that AI serves as a tool for democratic empowerment rather than 
exploitation. 
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